Realtime capable quasilinear gyrokinetic modelling using neural networks
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Quasilinear gyrokinetic models have been very successful in predicting particle and heat transport in tokamaks, and in reproducing experimental profiles in many cases. While an impressive six orders of magnitude faster than local nonlinear gyrokinetics, they are still too slow for efficient scenario optimization applications and realtime control. For example, using the QuaLiKiz \cite{1} quasilinear transport code, 1 second of JET evolution demands $\sim 2 \times 10^3$ turbulent flux calculations, which results in $\sim 10$ hour simulation time on 10 cores. Significant speedup is still required for control and rapid shot scenario development.

In this study, we propose to use neural networks to emulate QuaLiKiz. This final step gives an additional six orders of magnitude speedup, which bridges the gap to realtime modelling. We base our work on the successful proof of concept \cite{2}, in which a multilayer perceptron neural network was able to reproduce QuaLiKiz heat fluxes as a function of ion temperature gradient, ion-electron temperature ratio, safety factor and magnetic shear. In this work, we generalize this 4D input neural network to 10D by adding electron temperature gradient, density gradient, minor radius, collisionality and $Z_{\text{eff}}$ as input. Additionally, the impact of rotational flow shear is included via a new linear quench rule developed from set linear-GENE simulations \cite{3}. The final neural network predicts electron and ion heat flux, particle diffusion, and particle pinch.

The training set, consisting of a 9D hyperrectangle of $3 \times 10^8$ evaluations within experimentally relevant ranges, was generated using 1.5 MCPh using the Edison supercomputer of the Berkeley National Energy Research Scientific Computing Center. The network training was done using the TensorFlow framework \cite{4}. This network will be extended to a larger input dimensionality ($\sim 20$D) \cite{6}, and the network is being coupled to the RAPTOR fast tokamak simulator \cite{5}.
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